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Abstract

Everyday listening involves a complex interplay between the ear, which transduces sound energy into neural responses, and the brain, which makes sense of these inputs. Historically, research on the ear tended to ignore the fact that what we can perceive in sound depends on what task the brain is engaged by, while research on cortical processing of sound ignored the complexity and sophistication of how the ear works. This paper explores how everyday perceptual abilities depend jointly on how the ear encodes information (and individual differences in the fidelity with which it does so) and how attention and other state dependent variables change the information we perceive.
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1 Hearing research from an engineer’s perspective

Historically, engineers were very involved in psychoacoustics, motivated by an interest in how to build speech communication systems (e.g., the telephone; [1]). The goal of much of this early work was to determine the smallest discriminable difference (the just-noticeable difference or JND) in various acoustic features of sound. By quantifying JNDs in different dimensions, one could determine what information had to be preserved in a transmitted speech signal in order to ensure there was no perceptible loss of quality. More generally, because communication bandwidth was restricted, researchers wanted to understand how different degradations in signal features affected speech intelligibility [2]. By quantifying how limits in spectro-temporal resolution affected speech understanding or musical quality, engineers could analyse how to trade off costs versus effectiveness, and make rational design choices. Such approaches are still used today to guide development of coding systems such as mpeg and other schemes [3, 4].

Critical concepts about how hearing operates came from this type of work—ideas that continue to be fundamental to how hearing researchers understand the auditory system [2]. For instance, the idea that any channel of information coming out of the cochlea has a best frequency as well as a “critical frequency band” [5], or range of acoustic frequencies to which it responds, grew out of research like this. Similarly, this approach to hearing research provided insight into how sound intensity maps to perceived loudness, how interaural time and level differences affect perception of sound direction, how one sound masks both simultaneous and non-simultaneous sounds, and how important different parts of the acoustic spectrum are for conveying speech meaning [6-10].

While this kind of approach provides great insight into auditory processing, it typically assumes that a listener makes optimal use of all perceptible information in the acoustic signal. For instance, in binaural hearing, one influential model (the equalization and cancellation model) predicts a great deal about how binaural cues enhance a listener’s ability to detect a pure-tone signal embedded in noise [11]. The model assumes that the listener perfectly combines noisy representations of the left and right ear signals, which accounts well for listener abilities in this simple task. However, a change in sound that may be perceptible in a simple experiment (where there listener knows exactly what to listen for and no other sound features vary) is often undetectable in a more complex context, like when a listener is not sure what to listen for or when many different sound features vary simultaneously (e.g., [12-14]).

The idea that information that is perceptible might not always be perceived, even when it is relevant for a task, can seem almost mysterious, given how well optimal processing models
work in simple tasks—to the point that when listeners fail to perceive such information, they are said to suffer from “informational masking.” The typical definition of informational masking is perceptual interference caused by distracting sound on perception of a “target” sound that cannot be explained by the information (or lack thereof) available in the pattern of firing in the auditory nerve” (e.g., see [15-17]). The use of this kind of blanket term underscores that the processes that lead to these “failures” of perception are not explained by standard psychoacoustics. The analysis techniques that allow one to relate early sensory coding to simple discrimination (JND) tasks, where processing is close to optimal, does not give good insight into how central, cognitive mechanisms impact performance.

Figure 1: A typical block diagram of the ascending auditory system when drawn in the worldview of the traditional psychoacoustician. Note that the processing stream terminates in primary auditory cortex.

This kind of thinking can be understood by considering a typical diagram of the auditory system, drawn by a scientist from this lineage, shown in Figure 1. The different stages of processing
from cochlea up to the inferior colliculus and even the medial geniculate body are shown; however, the processing pathway ends at the point where acoustic information arrives at the neocortex. If one were to take home a message from this kind of illustration, one would think that cortical processing has no effect on auditory perception.

Figure 2: A typical block diagram of the auditory system when drawn in the worldview of the traditional cortical physiologist. Note that the inputs to the model come from the thalamus, without any consideration of processing in the brainstem. (Adapted from [18]).

2 Hearing research from a psychological perspective

In contrast to traditional psychophysics, traditional research in psychology and in cortical processing of sound often explicitly addressed how high-level processes like attention and memory impact (and interfere with) perceptual abilities. Hearing research growing out of this
lineage includes auditory cognitive psychology, cognitive neuroscience, and cortical physiology. Such work considers, for instance, how different brain networks are engaged when focusing auditory spatial attention, storing and retrieving auditory information, processing language, and other high-level tasks [19-21].

This cortical-focused work was critical to developing insight into how cortical processing areas contribute to sound processing. However, this style of research often assumed that information was available in cortex in some relatively abstract form. Often, models of cortical processing did not consider how sound was encoded in subcortical portions of the auditory pathway, or how this encoding affected the more central processing that was being considered.

This view of the world can be captured by considering the block diagram shown in Figure 2, taken from a seminal paper on how acoustic information is processed to extract where sounds are (“where”) versus “what” they are [18]. In this conception of the auditory processing pathway, information arrives at the sensory cortices—somehow. But the representation is abstract, and not tied very directly to the acoustic inputs. Once in cortex, however, abstract properties of the sound are extracted in different, parallel pathways, which link primary sensory auditory cortex in the temporal lobe with areas in the parietal and frontal lobes.

3 Viewing the auditory system holistically

The truth is that how sound is encoded in the subcortical portions of the auditory pathway have an enormous influence on what information can be processed in cortical networks. Yet, what we perceive and act upon depends on the processing in neocortex—what most people picture when they think of “the brain.”

For instance, speech sounds that “normal” listeners perceive in full detail may not even be present in the neural responses in the brainstem of a listener suffering from elevated hearing thresholds. Understanding what sound energy gets represented in the cochlea and what does not determines the information that both “where” and “what” cortical pathways have available about a speech signal, and therefore how well this processing will work. This in turn will determine what the hearing-impaired listener will understand.

The problem is subtler than this, however. Recent evidence shows that animals and humans may suffer from hearing loss that is “hidden” to normal hearing screenings, even if they have normal hearing thresholds [22-24]. Specifically, auditory nerve fibers may die, degrading the representation of sound in the brainstem, even though listeners may be able to detect that the sound is present. Such deficits can cause real problems for listeners trying to communicate in everyday settings [25-27]. These communication deficits likely arise because the speech that they are trying to understand is not represented with good fidelity, which not only can interfere with understanding directly, but can make it difficult to focus selective attention on the desired speech signal and filter out competing sounds that interfere with speech understanding.

On the other hand, listeners must selectively focus attention on sounds of interest and filter out unwanted sounds in order to make sense of the source of interest [28, 29]. Cortical control networks literally change what information the listener processing, throwing out information in
order to enable "selective attention" [30, 31]. If listeners filter out the information that matters for a task, they will not make use of the information, even though it is available at the auditory nerve. Similarly, if they cannot filter out unimportant information, they will be confused and not be able to parse the source that they are interested in. This is why understanding cortical processing is critical to understanding how listeners communicate in everyday settings.

Luckily, many researchers now are taking a more holistic view, considering how the ear and the brain interact to govern hearing. In my own laboratory, we attack the problem of understanding how listeners process sound in everyday settings by considering jointly both sensory coding in the subcortical portions of the auditory pathway, the brain networks that control perception and action in cortex, and how they interact to affect perception.

4 Conclusions

How we communicate in everyday settings depends on how sound is encoded subcortically, what information is gated through to the cortex, and how that information is then processed in the cortex. Interactions between the ear and the brain govern our perception. Understanding these interactions is the only way to truly understand everyday communication.

Acknowledgments

This work was funded in part by grants from the National Institute on Deafness and Other Communication Disorders, the National Science Foundation the Oticon Foundation, and the Coulter Foundation.

References


